Implementation of Multi View point method for similarity Measure in clustering the documents
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Abstract: The clustering will have some clustering relationship between the documents or objects that we are applied on. In clustering the similarity is a measure to provide similarity between documents either explicitly or implicitly defined. In this paper we are using multi view point based similarity measure. In this method we will take more than one document as a reference between the documents. In traditional method we are using only one view point as a reference that is k-means algorithm for similarity between the documents. In the proposed method we used cosine with multi view point based similarity measure between the documents. The multi view will provide more information assessment than traditional method and reduce the irrelevant documentation. We are comparing k-means with multi view point similarity measure on different documents to verify the advantage of proposed method.

Keywords: Document clustering, Data Mining, Text mining, Tf-Idf, Similarity Measure, Cosine Similarity

I. INTRODUCTION

Data mining refers to extracting or “mining knowledge from large amounts of data. The term is actually a misnomer. Remember that the mining of gold from rocks or sand is referred to as gold mining rather than rock or sand mining. Thus, data mining should have been more appropriately named “knowledge mining from data,” which is unfortunately somewhat long. "Knowledge mining”, A shorter term may not reflect the emphasis on mining from large amounts of data. Nevertheless, mining is a vivid term characterizing the process that finds a small set of precious nuggets from a great deal of raw materials.

Fig.1 represents the different data mining tasks. This may be predictive or descriptive type. According to the work it’s come under the descriptive type that is clustering.

Clustering is one of the most interesting and important topics in data mining. Cluster analysis or clustering is the task of grouping a set of objects in such a way that objects in the same group (called cluster) are more similar (in some sense or another) to each other than to those in other groups (clusters). It is a main task of explorative data mining. Cluster analysis as
such is not an automatic task, but an iterative process of Knowledge discovery or interactive multi-objective optimization that involves trial and failure. It will often be necessary to modify preprocessing and parameters until the result achieves the desired properties. Clustering can be considered the most important unsupervised learning problem; so, as every other problem of this kind, it deals with finding a structure in a collection of unlabeled data. A loose definition of clustering could be “the process of organizing objects into groups whose members are similar in some way”. A cluster is therefore a collection of objects which are “similar” between them and are “dissimilar” to the objects belonging to other clusters.

Fig.2 represents the process of clustering. In this paper we are collecting patterns as documents and giving input to the similarity measure and group the documents finally we will get output as clusters.

Cluster is therefore a collection of objects which are “similar” between them and are “dissimilar” to the objects belonging to other clusters.

Clustering has two criterions.

1. Distance based clustering
2. Conceptual clustering

Two or more objects belong to the same cluster if they are “close” according to a given distance. This is called distance-based clustering.

Another kind of clustering is conceptual clustering: two or more objects belong to the same cluster if this one defines a concept common to all that objects. In other words, objects are grouped according to their fit to descriptive concepts, not according to simple similarity measures.

II. EXISTING SYSTEM

1) K-Means Algorithm

Existing System we are using K-means algorithm. k-means clustering is a data mining/machine learning algorithm used to cluster observations into groups of related observations without any prior knowledge of those relationships. The k-means algorithm is one of the simplest clustering techniques and it is commonly used in medical imaging, biometrics and related fields. K-means clustering construct a partition of a database $D$ of $n$ objects into a set of $k$ clusters. Given a $k$, find a partition of $k$ clusters that optimizes the chosen partitioning criterion.

$$E = \sum_{i=1}^{k} \sum_{p \in C_i} \|p - m_i\|^2$$

K-means will use square and error method for calculating distance between the documents.

- Variations of K-Means
  - Initialisation (select the number of clusters, initial partitions)
  - Updating of centre
2) **Steps in K-means Algorithm:**

- Initially, the number of clusters must be known, or chosen, to be K say.
- The initial step is the choose a set of K instances as centres of the clusters. Often chosen such that the points are mutually “farthest apart”, in some way.
- Next, the algorithm considers each instance and assigns it to the cluster which is closest.
- The cluster centroid are recalculated either after each instance assignment, or after the whole cycle of re-assignments.
- This process is iterated.

![Flowchart of k-means Algorithm](image)

Fig.3 Flowchart of k-means Algorithm

Fig.3 Represents the Flowchart representation for k-means algorithm.

3) **Limitations of k-means Algorithm:**

- Document moved based on frequent Occurrence of next cluster.
- Cluster movement will quite complex when number of documents increased.
- Sometimes similarity process taking long period of time.
- It will not give a optimized partition process.

### III. PROPOSED SYSTEM

1) **Cosine Similarity**

The limitations of k-means algorithm we will go for cosine with multi view point based similarity measure. In The cosine similarity measure is also adapted as one of the variants of k-means known as “spherical k-means”. In cosine similarity we are going to frame similarity vectors based on TF-IDF measure. Calculate cosine similarity measure by using following formula.

\[
\text{SIM} (d_i, d_j) = \frac{d_i \cdot d_j}{\|d_i\| \|d_j\|}
\]
Fig.4 Flowchart of cosine similarity measure.

Fig.4 shows the step by procedure how cosine similarity will take place. The input for the cosine similarity is the clusters from the k-means algorithm give as an input and produce the documents which are not related to that cluster. So the output of the cosine similarity gives dissimilar documents.

2) Multi View Point Method

The multi view point method will take output of the cosine similarity. The output of cosine similarity the dissimilar documents give input for the multi view point method. The output of the multi view point method will provide documents with their corresponding clusters. The multi view point method Reduce the irrelevant documentation.

3) Algorithm for Multi View Point Method

procedure BUILDMVSIMATRIX(A)
for r ← 1 : c do 
    \[ D_{S \setminus S_r} \leftarrow \sum_{d_i \notin S_r} d_i \]
    \[ n_{S \setminus S_r} \leftarrow |S \setminus S_r| \]
end for
for i ← 1 : n do 
    r ← class of \( d_i \)
    for j ← 1 : n do 
        if \( d_j \in S_r \) then 
            \[ a_{ij} \leftarrow d_i^T d_j - d_i^T D_{S \setminus S_r} - d_j^T n_{S \setminus S_r} + 1 \]
        else 
            \[ a_{ij} \leftarrow d_i^T d_j - d_i^T D_{S \setminus S_r} - d_j^T n_{S \setminus S_r} - 1 + 1 \]
        end if 
    end for
end for
return \( A = \{ a_{ij} \}_{n \times n} \)
end procedure

Require: \( 0 < \text{percentage} \leq 1 \)

1: procedure GETVALIDITY(validity, A, percentage)
2: for r ← 1 : c do 
3: \( q_r \leftarrow \lfloor \text{percentage} \times n_r \rfloor \)
4: if \( q_r = 0 \) then \( \triangleright \text{percentage too small} \)
5: \( q_r \leftarrow 1 \)
6: end if 
7: end for
8: for i ← 1 : n do 
9: \( \{ a_{i[1]}, \ldots, a_{i[n]} \} \leftarrow \text{Sort} \{ a_{i1}, \ldots, a_{in} \} \)
10: s.t. \( a_{i1} \geq a_{i2} \geq \ldots \geq a_{in} \)
11: \( \{ v[1], \ldots, v[n] \} \leftarrow \text{permute} \{ 1, \ldots, n \} \)
12: \( r \leftarrow \text{class of } d_i \)
13: \( \{ d_{i[1]}, \ldots, d_{i[q_r]} \} \cap S_r \)
14: \( \text{validity}(d_i) \leftarrow q_r \)
15: end for
16: \( \text{validity} \leftarrow \sum_{i=1}^{n} \text{validity}(d_i) \)
17: return \text{validity} 
18: end procedure

IV. RESULT

The multi view point method will provide more information assessment than the k-means algorithm and reduce the irrelevant documentation. Finally, the multi view provides more accurate result than k-means algorithm. (Fig.5)
V. CONCLUSION

The multi view point similarity measure will provide good result in high dimensional domain. According to our work more number of documents comes under high dimensional domain. The irrelevant documentation is reduced here so that we can predict that the multi view will provide good result than the k-means algorithm. In future stemming can be used to reduce the load on each document.
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