Abstract: A typical recommender system includes people recommendation as input, which then system then combines and directs to appropriate recipients. These recommender systems are widely presented in e-commerce websites, search engines, library catalogue and many other customer oriented systems. This paper attempt to propose a system that will work as Recommender system for the Market basket database. The proposed system retrieves the sensitive items presented in the application database using association rule mining. This paper also suggested privacy preserving technique for the customer choices and recommendation. Initially, the system will find out the frequent item sets and generate the association rules. The proposed system calculates the confidence levels between clicked products, between the products placed in the basket and between purchased products respectively. Simultaneously, the preference level is calculated through the linear combination of above three confidence level.

Keywords: Association Rule Mining, Apriori, Recommender system.

I. INTRODUCTION

With the vast growth of data mining, several research and applications has been proposed in the areas of marketing, business, medical analysis, production, design, bio-informatics and space exploration etc. It has also been used in the computer science research such as association rules, decision tree, graphs and vertices etc. With considering an example of a Retail shop, associations are used for different items which the customer placed in the shopping cart. In market basket database, the association rule must be not visible for competency. Although, there have been lot of analysis is done for hiding sensitive association rules. The related algorithm accepts the some set of sensitive items manually. The market basket database contains large variety of products and items. The selection process from these databases generally takes more amount of time. This paper also presents the privacy preserving technique to preserve sensitive data or information. According to the study, two techniques have proposed namely output privacy and input privacy. The output privacy relates to any malicious inference attacks whereas the input privacy sanitized the raw data itself before performing mining. The proposed recommender system will work for customer’s navigational and behavior patterns in market basket. The recommender system advises not only products which are potentially auctioned to each customer but also assists the customers in making purchases.

1.1 ASSOCIATIVE RULE MINING

We have proposed algorithm for discovering large item sets to make multiple passes over the data. Initially, the algorithm will count the support of items and measures the larger one of that i.e. have minimum support. The seed set pass generating new potentially large item-set found to be large in the previous pass. The set was used for generating new potentially large item-sets, called item-set and count the actual support for these candidate item sets are actually large and become the seed for the next...
pass. This process continues until no new item sets are found. Many algorithms for generating association rules were presented over time. The known algorithms are Apriori, Eclat and FP-growth. On comparing to these Apriori is the best algorithm to mine association rules. It uses a breadth first search mechanism to count the support of item sets and uses a candidate generation function that attains the downward closure property of support. Examples of areas in which association rules have been used are Credit card transactions, Supermarket purchase, telecommunication product purchase, Banking services, Medical services and insurance claims etc.

1.2 MARKET BASKET ANALYSIS

Association rule of the form if p the q. For ex. 60% of those who buy Laptop also buy Tablet; 80% of those who buys Books online also buy DVD online. 50% of those who have diabetes also are obese and have high cholesterol. These rules are actionable in that they can be used to target customers for marketing, or for product placing, or more generally to inform decision making. Let z (z1,…,zi) be the set of products. Let d be the database that contains set of transactions. Each transaction t→D is item set such that t is a proper subset of z. A transaction t supports X, a set of items in I, if X is proper subset of t. Assume that the items in a transactions or an item set are sorted in linguistic.

This paper is organized as follows: section 2 gives the overview of related studies and research done previously. Section3 provide the brief knowledge of the proposed system. Section 4 describes the conclusion and future work.

II. RELATED WORK

Data mining is a vast technique and several theory and research works have been proposed and implemented. [1] presented the view of mining association rules in large databases. An efficient algorithm is presented that generates all significant association rules between items in databases. [2] includes a security and privacy implications in data mining in which a possible solution is given to this problem. [3] presented the algorithms for balancing privacy and knowledge information in association rule mining that algorithms require only two scans, regardless of the database size and the number of restrictive association rules that must be protected. [4] suggested the work of recommended system related to the ecommerce websites in order with international transactions and communication strategy. [5] proposed an Constant Time Collaborative Filtering Algorithm that uses universal queries to elicit real-valued user ratings on a common set of items and applies principal component analysis (PCA) to the resulting dense subset of the ratings matrix.[6] suggested a novel based recommender system based on collaborative filtering is developed for ecommerce site. The proposed approach analyzes the data captured from the navigational and behavioral patterns of customers, estimates the preference levels of a customer for the products which are clicked but not purchased, and CF is conducted using the preference levels for making recommendations.[7] presented a survey on analysis on recommendation for e-commerce. The challenge was to improve the quality of recommendations to the customers.[8] proposes the work related to the cosmetic business which shows the effective command for relationship between customer and product with help of content based, collaborative filtering and data mining techniques. Our proposed system will perform the similar task with different techniques that includes a appropriate combination of associative mining rules, Hiding sensitive association rule to determine the recommendations in market basket database. The proposed system will results the appropriate and suitable recommendations for the market basket database.

III. METHODOLOGY

The proposed system is divided into three modules:

A. Input database (Data collection and manipulation)

All the related data are related to the product purchase is gathered
**B. Market basket Analysis**

Let D be the database that contains transactions. Each transaction $t \rightarrow D$ is an item set such that $t$ is a proper subset of $I$. A transaction $t$ supports $Z$, a set of items in $I$, if $P$ is a proper subset of $t$. An association rule is an implication of the form $P \rightarrow Q$, where $P$ and $Q$ are subsets of $I$ and $P \cap Q = \emptyset$.

The support of rule $P \rightarrow Q$ can be calculated by the following equation:

$$\text{Support}(P \rightarrow Q) = \frac{|P \rightarrow Q|}{|D|}$$

where $|P \rightarrow Q|$ denotes the transactions containing the item set PQ in the database, $|D|$ denotes the number of transactions in the data.

$$\text{Confidence}(P \rightarrow Q) = \frac{|P \rightarrow Q|}{|P|}$$

where $|P|$ is the number of transactions in database D that contains item set $Z$.

A rule $P \rightarrow Q$ is strong if support $(P \rightarrow Q) \geq \text{min\_support}$ and confidence$(P \rightarrow Q) \geq \text{min\_confidence}$, where min\_support and min\_confidence are two given minimum threshold.

**C. Apriori**

After the calculation of min\_Support and min\_Confidence the apriori algorithm is used to generate frequent item sets. The algorithm counts the item in the transactions and discards the infrequent items in the first scan of the database. At this process frequent 1- item set are found. During the second database scan support of 2- candidates are counted. Let $(i1,i2)$ and $(i3,i4)$ where $i1 < i2$ and $i3$. The two item sets can form a 3 candidate if $i1 = i3$ and $(i2,i4)$ is also frequent. The resulting 3-candidate is the following: $(i1, i2, i4)$. The algorithm terminates if no candidates can be generated or no frequent item sets are found. In this process frequencies (F) of individual items and calculated and stored. The association rules are generated from database using minimum support and minimum confidence. Select all the rules containing min\_support. Finally select all the rules and join them. Maximum occurrences of items are selected by user specified value in terms of percentage. The selected sensitive items are used to hide sensitive rules.
D. Confidence level calculation

Three confidence levels between clicked products, between the products placed in the cart, between purchased products are derived as follows:

- Click confidence level \( C_{ij} \) is defined for the rule \( P \rightarrow Q \) where the former consists of another clicked product and a variable representing a customer’s consists of another clicked product and a variable representing a customer’s navigational and behavioral pattern, while the result consist of another clicked product.

- Basket placement confidence \( B_{ij} \) is performed similar to above stage and basket placement of Item \( i \) to Item \( j \) is determined.

- This is performed in similar to the above steps. For ex. “Purchase Item, and Length of reading time (High) \( \rightarrow \) Purchase Item \( i \)”.

- The confidence levels calculated in Phase II are used to estimate the preference level for each pair of products. The preference level \( r_{ij} \) of product \( i \) to product \( j \) for each customer are estimated through a linear combination of the above three confidence levels. \( r_{ij} \) is defined as:

\[
r_{ij} = \alpha C_{ij} + \beta B_{ij} + \gamma P_{ij}
\]

where \( 0 \leq \alpha \leq 1, \quad 0 \leq \beta \leq 1, \quad 0 \leq \gamma \leq 1 \) and \( \alpha + \beta + \gamma = 1 \)

E. Making Top N list

After making a Top N list based on the preference levels of a customer for the products not clicked, recommendations are made to each customer.

- Step1: For each customer, clicked item are arranged on left hand side, and connected to items that exist in the consequent of association rule when clicked item are precedent.

- Step2: Among the products on the right hand side for each customer, if it has been clicked, then that Item is excluded from recommendation.

- Step3: If there are duplicate products which are associated with each customer, the higher preference level value is determined as the preference level of a customer for Item.

IV. CONCLUSION

The proposed system is a unique ARM (Association rule Mining)-based recommender system for ecommerce site. The effectiveness of the proposed method will be measured by implementing an experimental electronic products and accessories site. However, the approach is versatile and can be implemented for a variety of ecommerce sites of any scale.
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