
 

© 2014, IJARCSMS All Rights Reserved                                                                                                                        553 | P a g e  

ISSN: 232 7782 (Online) 1

Computer Science and Management Studies 

­

International Journal of Advance Research in 
Volume 2, Issue 11, November 2014 

Research Article / Survey Paper / Case Study 
Available online at: www.ijarcsms.com 

Color Image Segmentation Using Fuzzy C-means Clustering 
Algorithm 

Parisy BalaSampath Goud1 

Student, M.Tech CST,  
V R Siddartha Engineering College 

India 

SriHarsha Sanda2 

Assistant Professor,  
Dept of IT, V R Siddhartha Engineering College 

India  
 
Abstract: Fluffy grouping methods, particularly fluffy c-implies (FCM) bunching calculation, have been generally utilized 

as a part of robotized picture division. In any case, as the traditional FCM calculation does not join any data about spatial 

setting, it is delicate to clamor. To beat this disadvantage of FCM calculation, a novel punished fluffy c-implies (PFCM) 

calculation for picture division is exhibited in this paper. The calculation is planned by consolidating the spatial 

neighborhood data into the first FCM calculation with a punishment term. The punishment term goes about as a regularize 

in this calculation, which is propelled by the area desire augmentation (NEM) calculation and is adjusted keeping in mind 

the end goal to fulfill the paradigm of the FCM calculation. Trial comes about on engineered, mimicked and genuine 

pictures demonstrate that the proposed calculation is compelling and more vigorous to commotion and different antiquities 

than the standard FCM calculation. 
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I. INTRODUCTION 

Picture division assumes a vital part in picture investigation and machine vision, which is additionally viewed as the 

bottleneck of the advancement of picture transforming innovation for up to this point there is no a system that can deal with all 

the divisions of diverse sorts of picture. The objective of picture division is part of a picture into a set of disjoint districts with 

uniform and homogeneous characteristics, for example, force, shade, tone or composition, and so forth. Numerous distinctive 

division procedures have been produced. The picture division methodologies can be isolated into four classifications, limit, 

grouping, edge recognition, and area extraction. In this paper, a grouping based system for picture division will be considered. 

Bunching is a methodology for arranging questions or examples in such a path, to the point that specimens of the same 

gathering are  more like each other than examples fitting in with diverse gatherings. Numerous grouping systems have been 

utilized, for example, the hard bunching plan and the fluffy bunching plan, each of which has its own particular uncommon 

attributes.  

 
Figure 1: Image segmentation process for accessing data from real time application. 
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The traditional hard grouping strategy limits each one purpose of the information set to solely only one group. As an 

outcome, with this approach the division results are regularly exceptionally fresh, i.e., every pixel of the picture has a place with 

precisely only one class. Notwithstanding, in a lot of people true circumstances, for pictures, issues, for example, restricted 

spatial determination, poor complexity, covering intensities, commotion and power in homogeneities variety make this hard 

(fresh) division a troublesome errand. Because of the fluffy, set hypothesis was proposed, which created the thought of halfway 

enrollment of having a place portrayed by a participation capacity, fluffy grouping as a delicate division technique has been 

generally mulled over and effectively connected in picture division. Among the fluffy bunching strategies, fluffy c-implies 

(FCM) calculation is the most prevalent strategy utilized as a part of picture division in light of the fact that it has strong 

attributes for equivocalness and can hold substantially more data than hard division strategies. In spite of the fact that the 

customary FCM calculation functions admirably on most clamor free pictures, it has a genuine impediment, i.e., it doesn't 

consolidate any data about spatial setting, which make it be delicate to commotion and imaging ancient rarities. In this paper, a 

novel fluffy grouping technique, called punished FCM (PFCM) calculation is introduced for picture division. The punishment 

term takes the spatial reliance of the items into thought, which is motivated by the area EM (NEM) calculation and is changed 

as indicated by the rule of FCM. The PFCM calculation is then proposed by minimizing this new goal capacity as per the zero 

inclination condition, which can deal with both the gimmick space data and spatial data amid division. The preference of this 

calculation is that it can deal with little measure of commotion and extensive measure of clamor by changing a punishment 

coefficient. Furthermore, in this calculation the enrollment is changed while the centroid processing’s are the same as in the 

standard FCM calculation. Henceforth, it is not difficult to actualize. Test results with various types of pictures demonstrate the 

system is viable and more hearty to clamor and curios in picture division than the conventional FCM calculation without spatial 

obligations. 

II. BACKGROUND APPROACH 

K-implies calculation was initially presented by Mcqueen in 1967. It is a non-fluffy grouping strategy whereby each one 

example can just fit in with one middle at any one time. The K-implies calculation is an iterative method that is utilized to 

parcel a picture into K groups. Let X = {x1, x2... xn} speak to a set of pixels of the given picture, where n is the quantity of 

pixels. V = {v1, v2... vk} is the relating situated of bunch focuses, where k is the quantity of groups. The point of K-means 

calculation is to minimize the goal capacity J(v), for this situation a squared blunder capacity:  

 

Where,  is the Euclidean separation in the middle of xij and vj.ki is the quantity of pixels in the bunch i.  

The distinction is ordinarily focused around pixel shade, power, composition, and area, or a weighted mixture of these 

components. In our study, we have considered pixel force. The ith bunch focus vi can be computed as:  

 

For i=0,1,2….n 

The fundamental calculation is:  

i) Randomly select k bunch focuses.  

ii) Calculate the separation between the majority of the pixels in the picture and each one bunch focus.  

iii) A pixel is alloted to a bunch focused around the base separation.  
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iv) Recalculate the focal point positions utilizing mathematical statement (2).  

v) Recalculate the separation between every pixel and each one focal point.  

vi) If no pixel was reassigned, then stop, overall rehash step (iii). This calculation is ensured to unite, however it may not 

furnish a proportional payback arrangement. The nature of the arrangement relies on upon the starting set of groups and the 

estimation of k. 

III. PROPOSED APPROACH 

This constraint makes FCM to be exceptionally touchy to clamor. The general rule of the method introduced in this paper is 

to consolidate the area data into the FCM calculation amid arrangement. Keeping in mind the end goal to join the spatial 

connection into FCM calculation, the destination capacity of aforementioned comparison may seems equal and other critical 

issues will be planned and the proposed calculation focused around regularization term in predefined and different incidents is 

punished by a regularization term, which is propelled by the above NEM calculation and adjusted focused around the paradigm 

of FCM calculation. The new target capacity of the PFCM is characterized as takes after: 

 

The parameter g (³ 0) controls the impact of the punishment term. The relative criticalness of the regularizing term is 

conversely corresponding to the sign  to-clamor (SNR) of the picture. Lower SNR would oblige a higher estimation of the 

parameter g, and the other way around. At the point when g = 0, JPFCM measures up to JFCM. The significant contrast 

between NEM calculation and PFCM calculation is that the punishment term in the NEM is boosted to get the arrangements 

while in the PFCM it ought to be minimized so as to fulfill the standard of FCM calculation. Moreover, the punishment term in 

the PFCM calculation has the weighting example to control the level of fluffiness in the ensuing participation capacity in spite 

of the punishment term in the NEM calculation that is fresh. This new punishment term is minimized when the enrollment 

esteem for a specific class is vast and the participation values for the same class at neighboring pixels is additionally huge, and 

the other way around. As it were, it obliges the pixel s participation estimation of a class to be associated with those of the 

neighboring pixel. 

IV. EXPERIMENTAL EVALUATION 

In this segment, the aftereffects of the application of the PFCM calculation are exhibited. The execution of the proposed 

technique is contrasted and that of the standard FCM calculation. For all cases, unless generally expressed, the weighting type q 

= 2.0, e = 0.0001, and g = 400 where the parameter g is chosen tentatively so as to give suitable results. A 3'3 window of picture 

pixels is considered in this paper, subsequently the spatial impact on the inside pixel is through its 8-area pixels. It is vital to 

note the power estimation of every last one of pictures given beneath extents [0,255], and if the picture is noisier, a bigger 

parameter g is then required. 
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Figure 2: Earth evaluation criteria for accessing image color with segmentation. 

To assess the execution of the proposed methodology, tests were initially acknowledged on two manufactured pictures. To 

start with, we create a straightforward two-class manufactured picture, whose power qualities are 100 and 60, separately, and 

the picture size is 256'256. The picture is then adulterated by 5% Gaussian clamor, which implies the sign to commotion (SNR) 

is 100/5 = 20. As it can be seen, without spatial data imperatives, FCM calculation can't even separate the two classes, while 

PFCM calculation accurately groups the picture into two sections without any commotion existing in the sectioned areas. 

Second, a various class engineered picture has been made, in which the power qualities are 0, 255, and 128, individually, and 

the picture size is 256'256. Added substance 10% Gaussian clamor was then added to the picture. To show signs of 

improvement understanding, the picture is sectioned by FCM and PFCM into three comparing classes with power values 255, 0, 

and 128, speaking to class 1, class 2, and class 3, individually.  

 
Figure 3: Comparison of segmentation results on real standard images named Lena and cameraman,  the original images, FCM results, and  PFCM 

results.. 

The second kind of case is a recreated attractive reverberation (MR) cerebrum picture got from the Brainweb Simulated 

Brain Database. This mind picture was mimicked with T1-weighted difference, 1-mm cubic voxels, 7% clamor, and no power 

inhomogeneity. Before division, the non-mind parts of the picture, for example, the bone, cortex and fat tissues ought to be 

evacuated. The class number of the picture was thought to be four, comparing to ash matter (GM), white matter (WM), 
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cerebrospinal liquid (CSF) and foundation (BKG). The parameter g is situated to be 500 in this test. A cut from the recreated 

information set, he division results acquired by applying FCM and PFCM, separately. 

V. CONCLUSION 

We have introduced a novel punished fluffy c-implies (PFCM) calculation that has the capacity join both nearby spatial 

relevant data and peculiarity space data into the picture division. The calculation is created by adjusting the goal capacity of the 

standard FCM calculation by a punishment term that considers the impact of the neighboring pixels on the focal point pixels. An 

assortment of pictures, including manufactured, mimicked and true pictures were utilized to analyze the execution of FCM and 

PFCM calculations. Exploratory results demonstrate that the proposed strategy is compelling and more hearty to commotion and 

different relics than the customary FCM calculation in picture division. It ought to be underscored that if the calculation 

performs on a picture with higher tainting power, a bigger parameter g ought to be set to give better come about. Future work 

will concentrate on adaptively choosing the punished parameter of this calculation and also adjusting for the power 

inhomogeneity while fragmenting the picture information. 
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