Abstract: Data mining is the process of identifying useful patterns from large amounts of data. Web mining is the process of finding patterns from web data. Web link mining uses data from log files. Web link mining finds useful things from log files. Log files contain all user actions. In the existing system, all data are mined using the apriori algorithm. It is only used for finding sequences from log files but does not classify log data according to our needs. Support vector machine is used to classify all the data of the web log file that analyzes data and identifies patterns. Support vector machine classifies all data into two classes. It differentiates two classes by a hyperplane. After applying SVM, we discover all the data into one pattern. This pattern is useful for business analysts to make useful decisions. Finally, we classify data from web navigation data.
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I. INTRODUCTION

Data mining is the process used to provide useful knowledge and extracting interesting patterns from huge amounts of data[1].

Frequent patterns are item sets, subsequences, or substructures that appear in a data set with frequency no less than a user-specified threshold. Frequent pattern mining is a first step in association rule mining.[Comparative Analysis of Various Approaches Used in Frequent Pattern Mining] One of the most frequent users of frequent mining is to analyze data of large amounts of data. It is also called web data. There are following types of web data in web mining [1].

a) Web Server Data:

User logs are gathered by the web server and regularly incorporate IP location, page reference, and access time.

b) Application Server Data:

Commercial provision servers, for example, Weblogic, Storyserver, have huge characteristics to empower E-business requisitions to be based on top of them with little effort. A key characteristic is the capability to track different sorts of business occasions and log them in requisition server logs.

c) Application Level Data:

New sorts of occasions could be characterized in a provision, and logging might be turned on for them — producing histories of these occasions. It must be noted, in any case, that numerous end provisions oblige a combo of one or a greater amount of the systems connected in the overall classification.
II. RELATED WORK

The existing research works is divided into three main categories a) Association Rule Mining (ARM), b) Clustering, c) Classification.

In Association Rule Mining, Ming-Syan et al., [3] proposed a new data mining algorithm that involves mining path traversal patterns in a distributed information-providing environment where documents or objects are linked together to facilitate interactive access. Jianhan Zhu et al., [4] applied the Markov chains to model user navigational behavior. They proposed a method for constructing a Markov model of a web site based on past visitor behavior. Then the Markov model is used to make link predictions that assist new users to navigate the Web site.

In Clustering, Paola Britos et al., [5] described the capacity of use of Self Organized Maps, kind of artificial neural network, in the process of Web Usage Mining to detect user’s patterns. Mehrdad Jalali et al., [6] presented an approach which is based on the graph partitioning for modeling user navigation patterns. In order to mining user navigation patterns, they establish an undirected graph based on connectivity between each pair of the web pages and also proposed novel formula for assigning weights to edges of the graph.

In Classification, Mahdi Khosravi et al., [7] proposed a novel approach for dynamic mining of users’ interest navigation patterns, using naïve Bayesian method.

III. VARIOUS TECHNIQUES OF FREQUENT PATTERN MINING

1. Apriori Based Algorithms:

It is a very first algorithm for frequent pattern mining. By using item set’s downward closure property apriori algorithm decrease the size of search space. If an item set of length k is not frequent, none of its superset patterns can be frequent. Candidate frequent item sets, Ck where k is the length of the item set, are generated before each data scan. The supports of candidate frequent item sets are counted. Candidate k item sets, Ck are generated with frequent (k – 1) item sets. [8]. Performance of Apriori is increase by reducing the candidate set. At the end of each scan, transactions that are potentially useful are used for the next iteration. A technique called scan reduction uses candidate 2 item sets to generate subsequent candidate item sets [9].

   Advantage:
   It is very easy to understand and implementant.

   Disadvantage:
   It needs k scans to find all frequent k-item sets.

2. Partition-based Algorithms:

   Partition –Based algorithm is to overcome the problem of high number of database scans. In this Algorithm whole data set is scan in just two scans. In this algorithm dataset is dividing into many number of small dataset. In First data scan, algorithm create local frequent item set in each partition. Because whole partition can be stored into main memory mining process done without any disk I/O operation. The local frequent item sets are added into the global candidate’s frequent item set [8]. In second step, false candidates are discarded from the global candidates frequent item set. By applying previous knowledge during the candidate item set extracting process. Is will help in finding the false global candidate frequent item set. False item set then removed from list. In worst case, number of scan for partition-base algorithm is (2b-1)/b where b is number of partition [8].
Advantage:
Less number of database scan.

3. Pattern-growth Algorithm:

There are two main drawbacks of apriori algorithm, one is generating candidate frequent item set and the other is cost related to I/O operation. Second issue can be solved but for first issue Han et al. [10] proposed a data structure called frequent pattern tree or FP Tree. FP-growth mines frequent item sets from FP-Tree without generating candidate frequent item sets. It is an extension of prefix tree structure [8]. Each node of tree contains item label and its frequency. Support value defined the root of item in tree form root to leave. All scanning process is complete in two steps. In first step, this calculate the support value and in second scan, this count is used to sort the item in descending order. If two transactions share a common prefix, the shared portion is merged and the frequencies of the nodes are incremented accordingly. Nodes with the same label are connected with an item link. The item link is used to facilitate frequent pattern mining [8]. In this technique we ensure that all pattern set are generated properly.

IV. COMPARISON BETWEEN THE ABOVE MENTIONED TECHNIQUE

Comparison between above mentioned techniques is shown in the following table.[8]

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Apriori Based</th>
<th>Partition Based</th>
<th>FP Tree</th>
<th>SQL Based</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Database scan (Best Case)</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Number of Database scan (Worst Case)</td>
<td>A+1</td>
<td>(2B-1)/B</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Candidate Generation Needed or Not?</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Incremental Mining Possible</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Sensitive to Change in User Parameter</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

V. CONCLUSION

In this paper, various techniques for frequent pattern mining are explained. The techniques are selected based upon its application. Output gives us frequent pattern in particular session. There are so many researches going on pattern mining but some more research is required, because in today’s world behavior of user is very much important for website. Finding frequent item set is very useful in various tasks such as select time of site maintenance, find most visited page of site, finding place for post advertisement etc.
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