Study on Classification of Plants Images using Combined Classifier
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Abstract: A classification problem deals with associating a given input pattern with one of the distinct classes. Plant leaf classification is a technique where a leaf is classified based on its different morphological features. There are various successful classification techniques like the k-Nearest Neighbour Classifier, Probabilistic Neural Network, Genetic Algorithm, Support Vector Machine, and Principal Component Analysis. Deciding on a specific method for classification is often a difficult task because the quality of the results can be different for different input data. Plant leaf classification has wide applications in various fields such as botany, Ayurveda, agriculture etc. In this paper we present a survey on the various classification techniques which can be used for the classification of plants based on their leaves.
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I. INTRODUCTION

Plant recognition or classification has a broad range of applications in agriculture and medicine, and is especially significant to the biological diversity research. Plant leaf classification finds application in botany and in tea, cotton and other industries. Plants are vital for the protection of our environment. However, it is an important and difficult task to recognize the different species of plants. Many of them carry significant information for the development of human society. The urgent situation is that many plants are at the risk of extinction. So it is necessary to set up a database for plant protection. We believe that the first step is to teach a computer how to classify plants. Leaf recognition plays an important role in plant classification. Plants are basically identified based on flowers and fruits. However these are three dimensional objects and this increases the complexity of the process. Plant identification based on flowers and fruits require morphological features such as number of stamens in flower and number of ovaries in fruits. Identifying plants using such keys is a very time consuming task and has been carried out only by trained botanists. However, in addition to this time intensive task, there are several other drawbacks in identifying plants using these features such as the unavailability of required morphological information and use of botanical terms that only experts can understand. However leaves also play an important role in plant identification. Moreover, leaves can be easily found and collected everywhere at all seasons, while flowers can only be obtained during the blooming season. Shape
of plant leaves is one of the most important features for characterising various plants visually. Plant leaves have two-dimensional structure and thus they are most suitable for machine processing.

Our paper presents survey of different classification techniques. Before classification can be done on the basis of leaves some pre-processing is needed. For classification different techniques are available. Some of them are k-Nearest Neighbor Classifier, Neural Network, Genetic Algorithm, Support Vector Machine, and Principal Component Analysis. We will discuss pre-processing to be performed on the acquired image. We have discussed overview of classification techniques and how they can be used for recognizing particular specie of a plant leaf.

II. RELATED WORK

A. Classification Of Plant Images

Jayamala et al. carried out research on the various diseases that may affect plants. They selected three pests, prevalent in orchards, as the candidates for this research: the leaf-roller, codling moth, and apple leaf curling midge [1]. They used fast wavelet transform with special set of Doubenchies wavelet to extract the important features. To retrieve the related images, they carried out the search in two steps. The first step matched the images by comparing the standard deviations for the three color components. In the second step, a weighted version of the Euclidean distance between the feature coefficients of an image selected in the first step and those of the querying image was calculated and the images with the smallest distances were selected and sorted as matching images to the query. Stereomicroscopic method and Image analysis method were compared for usefulness of image analysis as an efficient and precise method to measure fruit traits such as size, shape dispersal related structures by Mix & Pic.

Figure 1: Block diagram for Plant Leaf classification

A neural network algorithm based on back propagation was used which indicated that both stereomicroscopic and image analysis accurately discriminated fruits of different sizes. This was reducing the subjectivity arising from human experts in detecting the plant diseases, and also damaging natural animal food chains. A common practice for plant scientists is to estimate the damage of plants (leaf, stem) because of disease by an eye on a scale based on percentage of affected area.

An efficient computer-aided plant species identification (CAPSI) approach was proposed by Xiang et al. based on plant leaf images using a shape matching technique [2]. First a Douglas - Peucker approximation algorithm was adapted to the original leaf shapes and a new shape representation was used to form the sequence of invariant attributes. Then a modified dynamic programming (MDP) algorithm for shape matching was proposed for the plant leaf recognition. Finally, the superiority of their proposed method over traditional approaches to plant species identification was demonstrated by experiment. The experimental result showed that their proposed algorithm for leaf shape matching is very suitable for the recognition of not only intact but also partial, distorted and overlapped plant leaves due to its robustness.
Harini et al. used the techniques of PCA and Wavelets to identify the disease of an infected leaf [3]. While the PCA was used as a feature extraction algorithm, the Wavelets were used as a pre-processing algorithm in the proposed method. The work in this paper was divided into background information regarding the different type of diseases which infect tomato leaves. It deals with the basics of Wavelets and Principal component analysis. It proposed a methodology and inspired in the active field of CBIR. There is a new methodology for automatic identification of diseased leaves based on Wavelets and PCA.

Arunpriya et al. focused on tea leaves to identify the type of leaf for improving the process of classification [5]. Tea leaf images were loaded from digital cameras or scanners into the system. It consisted of three phases - pre-processing, feature extraction and classification to process the loaded image. The tea leaf images could be accurately identified in the pre-processing phase by fuzzy de-noising using Dual Tree Discrete Wavelet Transform (DT-DWT) in order to remove the noisy features and boundary enhancement to obtain the shape of the leaf accurately. In the feature extraction phase, Digital Morphological Features (DMFs) were derived to improve the classification accuracy. Radial Basis Function (RBF) was used for efficient classification. The RBF was trained by 60 tea leaves to classify them into 6 types. Experimental results proved that the proposed method classified the tea leaves with more accuracy in less time. Thus, the proposed method achieved more accuracy in retrieving the type of leaf at their disposal.

A simple yet computationally feasible method for plant recognition using leaf images was brought forward by Bong et al. [6]. Recognition of plant images is topic of extensive research in Computer Vision. Several authors suggest that object shape is more informative than its appearance properties such as texture and color as they vary between objects more than the shape. Initially leaf images were scanned which are two dimensional in nature and segmented using mathematical morphological segmentation. Then the high frequency feature of the image was extracted. For removing the noise, the image was converted into binary and then complemented and multiplied by the filtered image.

An automatic approach for plant species identification based on the visual information provided by the plant leaves was brought forward by Mouine et al. [7]. There are two sources of information- the leaf margin and the salient points on the leaf. Two shape based descriptors were used. The first one described the leaf boundary while the second represented the spatial. Then a large number of histograms were computed and compared.

Kadir et al. proposed a model of Plant Identification System using GLCM, Lacunarity and Shen Features [8]. The performance of such identification systems can be improved in various ways. Several experiments have been conducted in this area of research. As a result, a new novel approach using a combination of Gray-Level Co-occurrence Matrix, Lacunarity and Shen features along with a Bayesian classifier gave better results compared to other plant identification systems. For comparison, this research used two kinds of datasets that were used for testing the performance of each plant identification system.

A mobile application to identify the frame of a plant species was developed based on the computation of explicit leaf shape descriptors [9]. The paper focused on the characterization of the leaf contour, the extraction of its properties, and its description using botanical terms. Contour properties were investigated using the Curvature-Scale Space representation. The potential tooth was extracted and the margin was classified into a set of inferred shape classes.

A plant images classification based on textural features using Combined Classifier was brought forward by Rashad et al. [10]. 30 blocks of each texture were used as a training set and another 30 blocks as a testing set. The combined classifier gave a superior performance compared to other tested methods and programming algorithms for leaf shape matching.

There are many popular methods to extract the information of leaves which include Digital Morphology, Centroid Contour Distance (also known as Centroid-Radii Model), Moment Invariant and Polar Fourier Transform [11]. The different features of leaves to classify plants include shape, vein, color and texture. This algorithm produced a feasible result in the experiment leading us to the conclusion that the increasing accuracy of recognition is proportional to the rise in the number and significance.
of features used in the algorithm. Thus the authors proposed this method to get information on tip and base of the leaf and they believed that these two features are capable of improving the recognition result.

### TABLE 1

Different types of plant leaves

<table>
<thead>
<tr>
<th>Class</th>
<th>Common Names</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
<td>Chestnut leaf</td>
</tr>
<tr>
<td>Class 2</td>
<td>Golden rain tree</td>
</tr>
<tr>
<td>Class 3</td>
<td>Trident maple</td>
</tr>
<tr>
<td>Class 4</td>
<td>Chinese redbull</td>
</tr>
<tr>
<td>Class 5</td>
<td>Horse chestnut</td>
</tr>
<tr>
<td>Class 6</td>
<td>Bamboo</td>
</tr>
<tr>
<td>Class 7</td>
<td>Rose</td>
</tr>
<tr>
<td>Class 8</td>
<td>Eenbruinigherfstblad</td>
</tr>
<tr>
<td>Class 9</td>
<td>Autumn leaf</td>
</tr>
<tr>
<td>Class 10</td>
<td>Pipe</td>
</tr>
<tr>
<td>Class 11</td>
<td>Golden maple leaf</td>
</tr>
<tr>
<td>Class 12</td>
<td>Japan arrow wood</td>
</tr>
<tr>
<td>Class 13</td>
<td>Caster aralia</td>
</tr>
<tr>
<td>Class 14</td>
<td>Canadian popular</td>
</tr>
</tbody>
</table>

#### B. Classification Techniques

1) Principal Component Analysis (PCA)

The purpose of PCA is to present the information of original data as the linear combination of certain linear irrelevant variables. Mathematically, PCA transforms the data to a new coordinate system such that the greatest variance by any projection of the data comes to lie on the first coordinate, the second greatest variance on the second coordinate, and so on. Each coordinate is called a principal component.

Principal component analysis is a variable reduction procedure. It is useful when you have obtained data on a number of variables (possibly a large number of variables), and believe that there is some redundancy in those variables. Intuitively, Principal components analysis is a method of extracting information from a higher dimensional data by projecting it to a lower dimension. Principal component analysis is a basically used because it reduces the dimension of input vector of neural network. This method generates a new set of variables, called principal components. Each principal component is a linear combination of the optimally-weighted observed variables. All the principal components are orthogonal to each other, so there is no redundant information. The principal components as a whole form an orthogonal basis for the space of the data. Mathematically, PCA transforms the data to a new coordinate system such that the greatest variance by any projection of the data comes to lie on the first coordinate, the second greatest variance on the second coordinate, and so on [13]. Each coordinate is called a principal component. Often the variability of the data can be captured by a relatively small number of principal components, and, as a result, PCA can achieve high dimensionality reduction with usually lower noise than the original patterns. The objective of PCA is to perform dimensionality reduction while preserving as much of the randomness in the high-dimensional space as possible But the limitation with PCA is it depends on scaling of variables and it is not always easy to interpret principal components.

2) Decision Tree:

The decision tree classifier uses a layered or hierarchical approach to classification. At each level of the tree the attributes of a measurement are matched to a number of mutually exclusive nodes. The leaf nodes assign classes to the measurement. The classification of a measurement therefore involves a sequence of tests, with each successive test narrowing the interpretation. The sequence of tests for the classifier is determined during a training period. Given some training data $T$, the ideal solution would test all possible sequence of actions on the attribute of $T$ in order to find the sequence resulting in the minimum number of misclassifications. The software used for the decision tree classifier is C5.0. It needs four types of files for generating the decision tree for a given data set, out of which two files are optional.
The first file is the `.names` file. It describes the attributes and classes. The first line of the `.names` file gives the classes, either by naming a discrete attribute (the target attribute) that contains the class value, or by listing them explicitly. The attributes are then defined in the order that they will be given for each case. The attributes can be either explicitly or implicitly defined. The value of an explicitly defined attribute is given directly in the data. The value of an implicitly defined attribute is specified by a formula. The second file is the `.data` file. It provides information on the training cases from which C5.0 will extract patterns. The entry for each case consists of one or more lines that give the values for all explicitly defined attributes. The `?’` mark is used to denote a value that is missing or unknown. It easy to choose datasets that had no missing features. Also, `’N/A’` denotes a value that is not applicable for a particular case.

The third file used by C5.0 consists of new test cases on which the classifier can be evaluated and is the `.test` file. This file is optional and, if used, has exactly the same format as the `.data` file. The last file is the `.costs` file. This file is also optional and sets out differential misclassification costs.

3) Naive–Bayes classifier (NBC):

A Naive Bayes classifier is a simple probabilistic classifier based on applying Bayes' theorem (from Bayesian statistics) with strong (naive) independence assumptions. A more descriptive term for the underlying probability model would be "independent feature model". In simple terms, a naive Bayes classifier assumes that the presence (or absence) of a particular feature of a class is unrelated to the presence (or absence) of any other feature. For example, a fruit may be considered to be an apple if it is red, round, and about 4” in diameter. Even if these features depend on each other or upon the existence of the other features, a naive Bayes classifier considers all of these properties to independently contribute to the probability that this fruit is an apple.

Depending on the precise nature of the probability model, naive Bayes classifiers can be trained very efficiently in a supervised learning setting. In many practical applications, parameter estimation for naive Bayes models uses the method of maximum likelihood; in other words, one can work with the naive Bayes model without believing in Bayesian probability or using any Bayesian method.

4) Bayesian Classification:

Bayesian classifiers are statistical classifiers. They can predict class membership probabilities, such as the probability that a given data item belongs to a particular class label. Bayesian classification [15] is based on Bayes Theorem as stated below: Let X is a data sample whose class label is not known and let H be some hypothesis, such that the data sample X belongs to a specified class.

$$P(H|X) = \frac{P(X|H)P(H)}{P(X)}$$

An advantage of the naive Bayes classifier is that it only requires a small amount of training data to estimate the parameters (means and variances of the variables) necessary for classification. Because independent variables are assumed, only the variances of the variables for each class need to be determined and not the entire covariance matrix.

4) Probabilistic Neural Network

Probabilistic neural networks can be used for classification problems. It has parallel distributed processor that has a natural tendency for storing experiential knowledge. PNN is derived from Radial Basis Function (RBF) Network. PNN basically works with 3 layers. First layer is input layer. The input layer accepts an input vector. When an input is presented, first layer computes distances from the input vector to the training input vectors and produces a vector whose elements indicate how close the input is to a training input [17]. The second layer sums these contributions for each class of inputs to produce as its net output a vector.
of probabilities. Radial Basis Layer evaluates vector distances between input vector and row weight vectors in weight matrix. These distances are scaled by Radial Basis Function nonlinearly [17]. The last layer i.e. competitive layer in PNN structure produces a classification decision, in which a class with maximum probabilities will be assigned by 1 and other classes will be assigned by 0.

5) Support Vector Machine

Support vector machine (SVM) is a non-linear classifier. The idea behind the method is to nonlinearly map the input data to some high dimensional space, where the data can be linearly separated, thus providing great classification performance. Support Vector Machine is a machine learning tool and has emerged as a powerful technique for learning from data and in particular for solving binary classification problems [17]. The main concepts of SVM are to first transform input data into a higher dimensional space by means of a kernel function and then construct an OSH (Optimal Separating Hyper Plane) between the two classes in the transformed space [17]. For plant leaf classification it will transform feature vector extracted from leaf's contour.

SVM finds the OSH by maximizing the margin between the classes. Data vectors nearest to the constructed line in the transformed space are called the support vectors. The SVM estimates a function for classifying data into two classes. Using a nonlinear transformation that depends on a regularization parameter, the input vectors are placed into a high-dimensional feature space, where a linear separation is employed. To construct a nonlinear support vector classifier, the inner product \((x, y)\) is replaced by a kernel function \(K(x, y)\), as in (1).

\[
f(x) = \text{sgn} \left( \sum_{i=1}^{l} (a_i y_i K(x_i, x) + b) \right)
\]

\(f(x)\) determines the membership of \(x\). We assume normal subjects were labeled as -1 and other subjects as +1. The SVM has two layers [6]. During the learning process, the first layer selects the basis \(K(x_i, x)\), \(i=1, 2, ..., N\) from the given set of kernels, while the second layer constructs a linear function in the space. This is equivalent to finding the optimal hyper plane in the corresponding feature space. The SVM algorithm can construct a variety of learning machines using different kernel functions. Fig 4 shows the linear separating hyper plane where support vector are encircled.

The application of Support vector machine (SVM) method to Text Classification has been propose by [22]. The SVM need both positive and negative training set which are uncommon for other classification methods. These positive and negative training set are needed for the SVM to seek for the decision surface that best separates the positive from the negative data in the \(n\) dimensional space, so called the hyper plane. The document representatives which are closest to the decision surface are called the support vector. SVM classifier method is outstanding from other with its effectiveness [19] to improve performance of text classification [24] combining the HMM and SVM where HMMs are used to as a feature extractor and then a new feature vector is normalized as the input of SVMs, so the trained SVMs can classify unknown texts successfully, also by combing with Bayes [23] use to reduce number of feature which as reducing number of dimension. SVM is more capable [25] to solve the multi-label class classification.

6) Artificial Neural Networks

An Artificial Neural Network (ANN) is an information processing paradigm that is inspired by the way the human brain processes information. A great deal of literature is available explaining the basic construction and similarities to biological neurons. The discussion here is limited to a basic introduction of several components involved in the ANN implementation. The network architecture or topology, comprising: number of nodes in hidden layers, network connections, initial weight assignments, and activation functions, plays a very important role in the performance of the ANN, and usually depends on the problem at hand. Figure 2 shows a simple ANN and its constituents. In most cases, setting the correct topology is a heuristic model selection. Whereas the number of input and output layer nodes is generally suggested by the dimensions of the input and
the output spaces, determining the network complexity is yet again very important. Too many parameters lead to poor
generalization (over fitting), and too few parameters result in inadequate learning (under fitting) [20].

Every ANN consists of at least one hidden layer in addition to the input and the output layers. The number of hidden units
governs the expressive power of the net and thus the complexity of the decision boundary. For well-separated classes fewer
units are required and for highly interspersed data more units are needed. The number of synaptic weights is based on the
number of hidden units. It represents the degrees of freedom of the network. Hence, we should have fewer weights than the
number of training points. As a rule of thumb, the number of hidden units is chosen as \( \frac{n}{10} \), where \( n \) is the number of training
points [20] [21]. But this may not always hold true and a better tuning might be required depending on the problem.

7. K-Nearest Neighbors

K-NN classifier is a case-based learning [26] algorithm that is based on a distance or similarity function for pairs of
observations, such as the Euclidean distance or Cosine similarity measure’s. This method is try for many application [27]
Because of its effectiveness, non-parametric and easy to implementation properties, however the classification time is long and
difficult to find optimal value of \( k \). The best choice of \( k \) depends upon the data; generally, larger values of \( k \) reduce the effect of
noise on the classification, but make boundaries between classes less distinct. A good \( k \) can be selected by various heuristic
techniques to overcome this drawback [28] modify traditional KNN with different K-values for different classes rather than
fixed value for all classes Fang Lu have been try to improve performance of KNN by using WKNN [29]. A major drawback of
the similarity measure used in k-NN is that it uses all features in computing distances. In many document data sets, only smaller
number of the total vocabulary may be useful in categorizing documents. A possible approach to overcome this problem is to
learn weights for different features (or words in document data etc.). [29] Proposed the Weight Adjusted k-Nearest Neighbor
(WAKNN) classification algorithm that is based on the k-NN classification paradigm. With the help of KNN can improve the
performance of text classification [30] from training set and also accuracy can improve with combination of KNN [31] with
another method.

8. Genetic Algorithms

In 1975, Holland introduced an optimization procedure that mimics the process observed in natural evolution called
Genetic Algorithms – GAs (Holland 1975). A GA is a search process that is based on the laws of natural selection and genetics.
As originally proposed, a simple GA usually consists of three processes Selection, Genetic Operation and Replacement. A
typical GA cycle and its high-level description are shown in Figure 1. The population comprises a group of chromosomes that
are the candidates for the solution. The fitness values of all chromosomes are evaluated using an objective function
(performance criteria or a system’s behavior) in a decoded form (phenotype). A particular group of parents is selected from the
population to generate offspring by the defined genetic operations of crossover and mutation. The fitness of all offspring is then
evaluated using the same criterion and the chromosomes in the current population are then replaced by their offspring, based on
a certain replacement strategy. Such a GA cycle is repeated until a desired termination criterion is reached. If all goes well
throughout this process of simulated evolution, the best chromosome in the final population can become a highly evolved and
more superior solution to the problem.

9. Learning Vector Quantization (LVQ)

Learning Vector Quantization (LVQ) is a supervised version of vector quantization that can be used when we have labeled
input data. This learning technique uses the class information to reposition the Voronoi vectors slightly, so as to improve the
quality of the classifier decision regions. It is a two stage process. This is particularly useful for pattern classification problems.
The first step is feature selection – the unsupervised identification of a reasonably small set of features in which the essential
information content of the input data is concentrated. The second step is the classification where the feature domains are
assigned to individual classes.
C. Classifier Combination:

It has gone through parallel routes within pattern recognition and machine learning, and perhaps in other areas such as data fusion.

![Image of classifier combination diagram]

Figure 2: Approaches to build classifier ensembles.

It contains four levels

- Combiner level: In combiner level different combiners are used.
- Classifier level: In classifier level different classifiers are used.
- Feature level: In feature level different feature subsets are used.
- Data level: In data level different data subsets are used.

Fusion and selection are the two main strategies in combining classifiers. In classifier fusion, each ensemble member must know the whole feature space. In classifier selection, each ensemble member must know well a part of the feature space and be responsible for objects of this part. The fusion approach thus applies combiners like the average and majority vote whereas the selection approach selects one classifier to label the input \( x \). There are combination schemes lying between the two strategies. This is taking the average of the outputs with coefficients that depend on the input \( x \). Thus the local (with respect to \( x \)) competence of the classifiers is measured by the weights. So more than one classifier is responsible for \( x \) and the outputs of all the classifiers involved are fused.

1) Simple Combining Methods:

- **Uniform Voting**: In this combining schema, each classifier has the same weight. A classification of an unlabelled instance is performed according to the class that obtains the highest number of votes.

- **Distribution Summation**: This combining method was presented by Clark and Boswell (1991). The idea is to sum up the conditional probability vector obtained from each classifier. The selected class is chosen according to the highest value in the total vector.

- **Bayesian Combination**: This combining method was investigated by Buntine (1990). The idea is that the weight associated with each classifier is the posterior probability of the classifier given the training set.
• **Dempster–Shafer:** The idea of using the Dempster–Shafer theory of evidence (Buchanan and Shortliffe, 1984) for combining models has been suggested by Shilen (1990; 1992). This method uses the notion of basic probability assignment defined for a certain class $ci$ given the instance $x$.

• **Entropy Weighting:** The idea in this combining method is to give each classifier a weight that is inversely proportional to the entropy of its classification vector.

**Meta-combining Methods**

Meta-learning means learning from the classifiers produced by the inducers and from the classifications of these classifiers on training data. The following sections describe the most well-known meta-combining methods.

• **Stacking:** Stacking is a technique whose purpose is to achieve the highest generalization accuracy. By using a meta-learner, this method tries to induce which classifiers are reliable and which are not. Stacking is usually employed to combine models built by different inducers. The idea is to create a meta-dataset containing a tuple for each tuple in the original dataset. However, instead of using the original input attributes, it uses the predicted classification of the classifiers as the input attributes. The target attributes remains as in the original training set.

• **Arbiter Trees:** This approach builds an arbiter tree in a bottom-up fashion (Chan and Stolfo, 1993). Initially the training set is randomly partitioned into $k$ disjoint subsets. The arbiter is induced from a pair of classifiers and recursively a new arbiter is induced from the output of two arbiters. Consequently for $k$ classifiers, there are $\log_2(k)$ levels in the generated arbiter tree.

• **Combiner Trees:** The way combiner trees are generated is very similar to arbiter trees. A combiner tree is trained bottom-up. However, a combiner, instead of an arbiter, is placed in each non-leaf node of a combiner tree (Chan and Stolfo, 1997). In the combiner strategy, the classifications of the learned base classifiers form the basis of the meta-learner’s training set. A composition rule determines the content of training examples from which a combiner (meta-classifier) will be generated. In classifying an instance, the base classifiers first generate their classifications and based on the composition rule, a new instance is generated. The aim of this strategy is to combine the classifications from the base classifiers by learning the relationship between these classifications and the correct classification.

Two schemes of composition rule were proposed. The first one is the stacking schema. The second is like stacking with the addition of the instance input attributes. Chan and Stolfo (1995) showed that the stacking schema per se does not perform as well as the second schema. Although there is information loss due to data partitioning, combiner trees can sustain the accuracy level.

**III. CONCLUSION**

From the study of above classification techniques we have come up with a set of conclusions. The nearest-neighbour method is perhaps the simplest of all algorithms for predicting the class of a test example. An obvious disadvantage of the k-NN method is the time complexity of making predictions. Considerable amount of work has been done for recognizing plant species using k Nearest Neighbour technique. Classifying using PNN and SVM can be explored further by researchers, SVM being relatively a new machine learning tool. The most important advantage of PNN is that training is easy and instantaneous.

Additionally, neural networks are tolerant to noisy inputs. But in neural network it is difficult to understand the structure of the algorithm. SVM was found competitive with the best available machine learning algorithms in classifying high-dimensional data sets. In SVM computational complexity is reduced to quadratic optimization problem and it is easy to control complexity of decision rule and frequency of errors. Drawback of SVM is that it is difficult to determine optimal parameters when training data is not linearly separable. Also SVM is more complex to understand and implement. Another technique we studied is the genetic algorithm. Genetic algorithms are good at refining irrelevant and noisy features selected for classification. But representation of training/output data in genetic programming is complicated. Genetic algorithms provide a comprehensive
search methodology for machine learning and optimization. PCA is used because it has advantage of reduced vector. The main limitation of PCA is that it does not consider class separability as it does not take into account the class label of the feature vector. Future direction for researchers can be to explore more robust techniques for recognition of plant leaves using a combination of classifying techniques such as SVM, k-NN, PNN.
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