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Abstract: The heavy usage of internet, large amount of data is spread over the network, which provide access to particular data or to search most relevant data is very challenging for search engines to fetch relevant data as per user’s need and which consume more time. So, to reduce large amount of time spend on searching most relevant data we provide two stage framework of search engine called SmartCrawler.

In first stage SmartCrawler performs website based searching for center pages with the help of search engine by avoiding visiting huge number of unwanted pages. To get more precise and useful results SmartCrawler ranks website by using ranking mechanism to prioritize extremely relevant for a given topic. SmartCrawler performs Reverse Searching to discover more searchable web forms. In the second stage, SmartCrawler performs fast in-site searching and website ranking for finding closely relevant websites.

Adaptive Learning Algorithm performs Online Feature Selection and automatic construction of Link Rankers.
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I. INTRODUCTION

One of the main components of web search engines which can assemble a corpus of web pages, index them, and allow users to issue queries against the index and find the web pages that match the queries are called as a Web Crawler or Spiders or robot[1][2][3]. Deep web which is also called as an invisible web, which can’t be get with the single search because they are not registered by search engines[1][2][3]. To overcome such type of problem we propose the SmartCrawler, which is having two stage framework for efficient harvesting deep web[1].

SmartCrawler focus on a specific topic and it fetches only the most relevant searchable forms to a given topic or search query. Thus it performs a superior level of data examination and data mining from the deep web.

SmartCrawler has two stages: In the first stage, SmartCrawler performs website based searching for center pages with the help of search engine by avoiding visiting huge number of unwanted pages[1]. To get more precise and useful results SmartCrawler ranks website by using ranking mechanism to prioritize extremely relevant for a given topic[1]. SmartCrawler performs Reverse Searching to discover more searchable web forms[1].

In the second stage, SmartCrawler performs fast in-site searching and website ranking for finding closely relevant websites.

Adaptive Learning Algorithm performs Online Feature Selection and automatic construction of Link Rankers [1].

II. PROPOSED SYSTEM

In this proposed system SmartCrawler contain two stage framework to focus on not only the problem of searching for hidden-web resources which are not registered with any search engines but also to improve the accuracy of form classifier, pre-
query and post-query approaches for classifying deep-web forms. The links in these pages are extracted into Candidate Frontier. The Candidate Frontier links can be priorities (ranks) by SmartCrawler with Link Ranker. Along with this, When the crawler discovers a new site, the site’s URL is inserted into the Site Database. The Link Ranker is adaptively improved by an Adaptive Link Learner, which learns from the URL path leading to relevant forms.

III. LITERATURE SURVEY

Following are some existing studies and approaches related to deep web understanding and integration, hidden web crawlers and deep web samplers:

Olston and Najork [2] systematically present that crawling deep web has three steps: locating deep web content sources, selecting relevant sources and extracting underlying content.

Denis Shestakov and Tapio Salakoski [3] aimed at more accurate estimation of main parameters of the deep Web by sampling one national web domain.

In [4] André Bergholz and Boris Childlovskii, described a crawler which starting from the PIW finds entry points into the hidden Web.

Generic crawlers are mainly developed for characterizing deep web and directory construction of deep web resources, that do not limit search on a specific topic, but attempt to fetch all searchable forms in [5], [6].

Denis et al. propose a stratified random sampling of hosts to characterize national deep web in [7].

In [8], [9] proposes the SourceRank assesses the relevance of deep web sources during retrieval. Based on an agreement graph, SourceRank calculates the stationary visit probability of a random walk to rank results.

Practically, these approaches for achieving both wide coverage and high efficiency for a focused crawler are challenging. Based on the observation that deep websites usually contains searchable forms this impose the next problem of an effective harvesting Framework for deep-web interfaces, namely Smart-Crawler.

IV. CONCLUSION

The SmartCrawler can propose an effective harvesting framework for deep-web interfaces. This can prove that the proposed methodology achieves both wide coverage for deep web interfaces and maintains highly efficient crawling.
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